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Abstract

This paper reports two virtual pointer alignment
experiments carried out using a stereoscopic
augmented reality interface. The purpose was to
evaluate users’ sensitivity to surface texture, target
position at designated probe points on a cylinder
real object surface, virtual pointer form and
binocular disparity.  The results confirmed the
main findings from a previous study: that both
surface texture and target position have significant
influences. Subjective evaluation of virtual pointer
form revealed that a three dimensional pointer is
preferred over one and two-dimensional pointers.
The contributions of size cue and resolution to
binocular disparity effects are also discussed in
relation to interface design issues for augmented
reality applications.

1 Introduction

Mixed Reality, the concept of seamlessly
blending real and virtual images within a single
display medium [15], is rapidly becoming feasible
through advances in computer, communications,
and human-computer interface technologies [2].
As one of the typical examples of this,
Augmented Reality (AR) blends virtual
computer-generated information (graphics or text)
with images of unmodelled real world objects.

The information conveyed by the virtual
objects in AR is intended to help the human user
have a better understanding about the real world,
and thus perform associated real-world tasks
better.  Applications of AR are thus very broad,
encompassing medicine, health care, telerobotics,
maintenance and repair, education, entertainment,
urban planning, and military aircraft navigation
and targeting, etc.  For example, 'knowledge
enhancement' using AR has been investigated for
aiding the user’s perception of interactions with
real world systems [8].  One clear example in
health care is the ability to visualise and localise
an aneurysm or a tumour relative to the patient’s
surrounding anatomy, and then measure its
dimensions for better surgical outcomes [10].
The enhanced 'virtual hand' has been used to
facilitate the investigation of goal-directed human
hand movement, including studies related to
computer-aided surface design, computer
animation of the human body, gestural input, and
"smart" interfaces that recognise a user's intent by
analysing hand and body movement as part of the
user interface of telerobotic systems used in some
advanced manufacturing applications [12] [16].
Another instance in telerobotics is the concept of
communicating to a robot where “there” is, for
execution of a “put that there” kind of instruction
[9].  For educational purposes, the MagicBook
enables children to pursue the fantasy of being
inside the books they read, seeing the characters
eye to eye and becoming part of the story, by
exploring the transition between physical reality,
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augmented reality, and immersive Virtual Reality
(VR) in a collaborative setting [3].

One of the great potentials of stereoscopic
video based AR is to make remote 3D
measurements at low cost [10].  However, due to
the nature of such interfaces, where combining
both virtual and real objects into a single medium
is frequently accompanied by perceptual
ambiguities about the exact location of the real
objects, accurate measurements often remain
difficult to accomplish [5].  In the current paper
we first explain the nature of these so-called
"surface effects" in aligning real and virtual
objects in a stereoscopic AR interface.  We then
report on two psychophysical experiments on
users’ sensitivity to surface features and virtual
object features.  Finally, some suggestions on AR
interface design will be presented, based on the
experimental results.

1.1 Nature of Augmented Reality

In order to solve the ambiguity problem in AR
environments, we must first understand the nature
of Augmented Reality.  In the past few years,
Virtual Environments (or Virtual Reality) has
attracted a great deal of attention, the basic aim
typically being to immerse a user to some extent
within a completely computer-generated “virtual
world”. In contrast, with Augmented Reality the
underlying image is composed of real world
objects, with computer graphics superimposed.  In
other words, the real world is supplemented, rather
than replaced.  In the ideal case, it should seem to
the user that the real and virtual objects coexist.

If we view AR within the context of a Reality
- Virtuality (RV) continuum, it is straightforward
to define it as a subset of the class of Mixed
Reality (MR) displays [14].  As illustrated in
Figure 1, the RV continuum is presented as a
framework for describing the spectrum of cases
that define whether the primary world being
experienced by an observer is real or virtual.  On
the left end of the continuum is the purely real

world, which can be visually displayed by
scanning, transmitting and reproducing image
data, as is the case with ordinary video displays –
without the need for the display software to
“know” anything about the objects in the real
world.  Another way to present real world objects
is by viewing real world scene either directly or
via some optical medium.  On the other hand,
purely virtual images, on the right end of the RV
continuum, can be produced only if the computer
display system generating the images has a
quantitative model of the objects being portrayed.

As an excellent example, MagicBook enables
people to read a book in the real world while
experiencing virtual images that appear attached
to the real book pages [3].  Since readers can fly
into the virtual images and experience the story
immersively, this AR book allows people to
experience the full expanse of the RV continuum.  
In principle, Augmented Reality (AR) enables
one to make virtual images appear before the
viewer in a fairly well specified location in real
space.  These images can display task related
information, or can serve as interactive tools for
measuring or controlling the environment.  In
contrast, Augmented Virtuality (AV) displays are
those in which a primarily virtual environment is
enhanced, or augmented, through some addition
of real world images or sensations.  These
additions can take the form of directly viewed
objects, where viewers might see their own
bodies instead of computer-generated simulations,
as is typical with surround type virtual
environments, where one might reach into the
scene to grasp an object with one’s own hand.

In addition to the techniques of combining
the virtual with the real in a display, one can also
look at the RV continuum in terms of how much
we actually know about the objects and the world
in which they are displayed.  For example, purely
real world displays can be looked upon as
unmodelled scenes about which the displaying
hardware/software knows nothing.   
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Completely virtual images, on the other hand,
derive from modelled worlds, about which
everything must be known, in order to display the
images.  Mixed Reality (MR), which is between
these two extremes, encompasses partially
modelled worlds, about only partial knowledge is
available.  As a subset of MR, Augmented Reality
(AR) combines unmodelled real world images
with computer-generated (modelled) virtual
objects.

1.2 Research Motivation

Because the superimposed virtual objects are
generated by computer, it is reasonable to assume
that one should be able to generate a virtual object
to appear at a known location within the real
world, in spite of the fact that no knowledge is
available about what is actually present at that
location in the real world.  For example, when
using a stereoscopic video camera to view a real
world scene, it is straightforward to present a
graphical object of arbitrary size at an arbitrary
position {x,y,z} relative to the optical centre of the
camera system (assuming that the camera
calibration parameters are known), without having
any knowledge of whether or not any real world
object also exists at that location.  (Rotation or
translation of the camera in this case would cause
the world to appear to move relative to the
monitor, while the virtual object remains fixed
relative to it.)

By taking advantage of the knowledge of
computer-generated virtual object locations, AR
offers the potential for using stereoscopic displays
to assist human users to acquire more information
about real environments in 3D.  This is especially
useful for inaccessible and/or potentially hostile
working places, where knowing what is present
and where everything is located in depth is crucial
for accomplishing certain tasks.  For example, a
neurosurgeon may need to estimate the
dimensions of an aneurysm or tumour
intraoperatively (rather than using pre-operative
scanning), so that it can be rendered harmless
with a properly sized surgical clip.  Alternatively
an operator may need to align a remotely
controlled robot relative to a rock jam or ore seam
inside an automated mine.

Although placing a simple two-dimensional
scale in the frontal-parallel (X-Y) plane may

somewhat facilitate distance measurements
between objects within the same depth plane, the
problem of measuring distances between
structures at different depth planes remains.  To
overcome this difficulty and address such
absolute measurement and specification problems
in 3D, a Virtual Tape Measure (VTM), was
developed, based on Augmented Reality through
Graphic Overlays on Stereo-video (ARGOS)
[13].

The VTM is an easy-to-use 'no touch'
measuring device intended to enable users (e.g.,
surgeons) to make 3D measurements of any
structure in the operating field.  Based on prior
calibration of the camera system, absolute
distances/dimensions can then be computed,
using the camera frame of reference.  The VTM
therefore does not have to be registered to the real
world reference frame and does not rely on the
availability of any pre-operative imaging.  It can
thus be used with any real-world stereo video
image without having to determine or track the
location and orientation of the cameras’ co-
ordinates in relation to that real world.  The VTM
needs only to be calibrated in real-world units in
order to give accurate measurements of
dimensions and distances between real objects in
that world.

At the end of the VTM is a virtual
stereoscopic pointer, which must be interactively
manipulated and aligned with features of interest
in the stereo video image to make measurements
of dimensions and distances between real objects
in the 3D video scene.  An earlier laboratory
experiment has shown that people can accurately
align such virtual pointers with real targets in the
stereo video image as well as they can align real
pointers with real targets [4].  In another
investigation of the VTM for assisting micro-
surgery, performance evaluation has suggested
that the VTM for the operating microscope is an
accurate and precise measurement device under
certain conditions [10].

In order to make accurate measurements in
stereoscopic AR environments, the VP has to be
precisely aligned with designated real object
surface features.  However, whenever such
surface features are not well defined, and/or of
high visual contrast, such alignment is much more
difficult.  This may result in ambiguity in
alignment, and thus inaccurate 3D measurements.
This is especially true, for example, for
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anatomical objects which one typically
encounters in surgical environments, where
surfaces are rounded, shading is uneven and
textural cues are ambiguous.

Although stereoscopic displays provide the
general advantage of enhanced (relative) depth
perception, it has been found that the perceived
locations of virtual objects depend on their
locations relative to adjacent real objects in AR
displays [6] [9] [11].  In our own ARGOS
display, which has been developed for
measurements in unstructured environments,
whenever the virtual pointer (VP) goes behind the
surface of a real object, it fails to disappear, due
to the fact that the display system has no
knowledge of the presence of the (unmodelled)
real object, which would otherwise occlude the
VP.  In conflict with this phenomenon is the
mechanism of binocular fusion, which is
necessary for the observer's perception of a single
fused image in depth.  The result of failure to
occlude when virtual objects are placed 'behind'
real ones is frequently a double image, because
the brain is no longer able to reconcile the
(absence of) occlusion information and at the
same time fuse the left and right images for both
the real object (video) and the VP (graphic).  In
other words, this loss of fusion, when it occurs, is
due to the perceptual conflict between consistent
binocular disparity information and inconsistent
occlusion information, resulting in some kind of
double images, especially when viewed statically.

The practical effect of this pseudo-occlusion
phenomenon is spatial ambiguity when
determining the VP location relative to real
objects.  It is interesting to note, however, that
this effect does not occur when the images are
displayed monoscopically, since maintaining
binocular fusion is not an issue in that case. (One
must not forget, however, that in the monoscopic
case reliable 3D measurements are not possible.)

Besides the 'pseudo-occlusion' surface effect,
other depth cues can also affect visual perception
of the surface of real objects in stereoscopic AR
environments, such as binocular disparity, display
resolution, VP size and form, etc.  In addition,
surface characteristics such as texture, shading
and luminance are also likely to influence the
object perception, and thus pointer placement.

In this paper, two psychophysical
experiments are reported.  The general goal of
this research is to test users’ sensitivity to surface
features for virtual-real object alignment tasks in

stereoscopic AR environments.  Ultimately we
hope to determine whether a method can be
developed for improving current VP alignment
performance for arbitrarily oriented 3D curved
surfaces.  Although one may distinguish among
three display modes for Augmented Reality –
'direct view see-through', 'video see-through' and
'monitor-based' video systems – the experiments
reported here were conducted using a monitored-
based stereoscopic video AR system.

2 Hypotheses and Methodology

The specific objective of the research is to study
the influence of a particular set of visual
characteristics of curved real object surfaces on
the ability to align a computer-generated (virtual)
stereoscopic pointer with real stereo video objects
in an AR interface.  Based on a series of
exploratory studies, we propose four hypotheses
about one’s ability to perform such tasks:
• it is possible to exploit the breakdown of

fusion phenomenon to more easily localise
targets on curved surfaces of real objects
which contain textures with relatively high
density;

• the orientation of a curved real object surface,
in terms of the direction of the normal to the
surface relative to the observer (that is,
relative to the stereo video cameras), will
affect alignment performance;

• the form of the virtual pointer (VP), in terms
of its dimensions (i.e. 1D vs 2D vs 3D) will
have effect on performance; and

• the polarity of binocular disparity (i.e. crossed
vs uncrossed) will also influence alignment
performance.

Two experiments were conducted to test these
hypotheses.  A psychophysical method of
adjustment was used for the task of aligning the
VP with designated targets on the surface of a real
cylinder image, all of which were displayed using
stereoscopic Augmented Reality.  The following
conditions were manipulated as independent
variables:
• surface texture,
• VP orientation relative to the real target

surface,
• target position on the surface,
• angular displacement of the surface normal

relative to user’s viewpoint, and
• binocular disparity.



5

As Figure 2 illustrates, the target stimuli
comprised a set of alternating field stereoscopic
images of a 46 cm diameter cylinder, pre-
recorded using a calibrated pair of JVC cameras
and displayed on a Silicon Graphics Indy
workstation.  The stereo images were viewed
through synchronised IMAX liquid crystal shutter
glasses.  The subjects’ viewing distance was 48
cm from the screen.  Two target cylinders were
used, both with textures consisting of white dots
randomly dispersed on a black background
(generated using a random dot Stereogram
software package), but with different texture
densities.

Figure 2.   Experimental Set-up

3 Experiment 1

This experiment was designed to investigate the
breakdown of fusion phenomenon, by examining
the effects of surface texture, target position, VP
orientation, and binocular disparity on real and
virtual object alignment.

3.1 Method

A 2x2x3x3 factorial experimental design was used,
comprising a combination of two textures (with
high and low density), two target positions (on the
centre of the surface facing the observer and on the
right side along the normal lateral plane), three VP
orientations relative to the surface (vertical,
horizontal and diagonal), and three image
disparities (crossed, 0, and uncrossed).  The
dependent variable measured was the longitudinal

error between the final VP placement and the
actual position of the target on the real object
surface.

3.2 Stimulus and Apparatus

The stereo cameras were located 92 cm from the
front surface of the cylinder.  Three different
camera convergence distances were used:
• 6 cm in front of the surface,
• at the surface of the cylinder, and
• 6cm behind the surface of the cylinder.
Alignment of the VP with a target at the proximal
surface of the cylinder (i.e. correct placement)
therefore corresponded to crossed, no disparity,
and uncrossed disparity, respectively.

The VP was a three-dimensional computer
generated wireframe arrow that appeared to hover
within the stereo image upon which it was
superimposed, as illustrated in Figure 2. Three
different orientations of the pointer were used:
• vertical,
• horizontal and
• diagonal.
For the first two of these, the pointer remained
within a 2D plane tangential to the cylinder
surface, as shown in Figure 3.  The diagonal
pointer was located within a plane that was at 45º
to both the tangent plane and the normal vector.

The VP was controlled with a Spaceball
operating with only 3 translational degrees of
freedom.

3.3 Subjects

N=10 university students (6 male and 4 female)
participated in the experiment, following screening
using the RANDOT™ Stereotest.  None of the
subjects knew about the aims or the design of the
experiment.  Where necessary, subjects wore
appropriate optical correction.

3.4 Procedure

The experimental task was to localise points on
the cylinder surfaces by manipulating the VP, for
the three VP orientations, two surface textures,
three camera configurations (binocular
disparities) and two target positions on the real
surface.  Subjects used the Spaceball to move the
VP in and out along X, Y, Z axes, until it
appeared to just touch the surface of the cylinder
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exactly at the designated target position.  They
then informed the experimenter that the alignment
had been completed.  Each experiment consisted
of 6 randomised replications for each condition,
for a total of 216 judgements.  The experiment,
including practice, took place over a span of three
days, with each session lasting approximately two
hours per day.
.

      Figure 3. VP Orientations (top view)

3.5 Results and Discussion

The principal results of this experiment are
summarised in Figures 4 and 5.  From Figure 4, it
is evident that, as hypothesised, surface texture has
a highly significant effect on placement accuracy
(F(1,9) = 619.70, p<0.001).  These results confirm
earlier observations in which it appeared that,
whenever the VP is placed in front of the surface
of a real (video) object, i.e. the case in which the
binocular disparity and occlusion cues are
consistent, subjects are able to shift attention easily
back and forth from the pointer to the surface.
Whenever the pointer is moved behind the surface,
however, the two depth cues begin to conflict.

This experiment shows that the magnitude of
this conflict is very much dependent on the visual
features of the surface.  Whenever the surface in
question is sparsely textured, there are relatively
fewer features to drive the stereoscopic fusion
cue, so the observer is more easily able to
reconcile the two conflicting cues and fuse both
the real and virtual images.  The result in such
cases is that the object surface appears
transparent, and it is thus more difficult to detect
the transition through the surface.  On the other
hand, whenever the pointer moves behind a
highly-textured surface, the observer is less able

to overcome the tendency to fuse the surface
features stereoscopically.  In that case it is more
difficult to reconcile the fact that the fused pointer
is behind the fused surface yet still visible – a
“perceptual impossibility”.  As a result of these
conflicting binocular disparity and apparent
occlusion cues, the tendency is to shift attention
back and forth between the VP and the surface
features, resulting in breakdown into either a
double image of one of them or alternation
between the two fused images.  Because of the
conspicuous nature of this conflict between the
two disparate cues, subjects are ironically more
easily able to move the VP in and out until the
conflict disappears – at the surface of the real
object.  This is why, we believe, as seen in Figure
4, the placement error for the highly textured
surfaces is less than that for the less textured
surface.

Figure 4.  Effect of Surface Texture (H
and Binocular Disparity. (Negative va
positioning error in front of cylinder s
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different, with error for the low textured surface
being almost 4 times as great as for the highly
textured surface error (F(1,9)=30.22, p<0.001).

Figure 5.  Effect of surface texture (High vs
Low) and  target position (Centre vs Right)

This result implies that, since the observers’
viewing angle was different for the two targets, the
perception of the local surfaces at the two sites was
also different.  This implies further that one can
expect to perform better when placing a virtual
pointer at a point along the centre of a surface
relative to the observer’s normal straight-on
viewing angle (that is, looking straight at the
surface) as compared to any other angle relative to
the normal lateral plane.  This finding is perhaps
not intuitive, since one might otherwise expect
superior performance when one is able to watch
the pointer approaching a surface more from the
side, rather than straight on.  We believe, however,
that a large part of the performance in this respect
was due to the form of the graphic pointer, a topic
of our second investigation.

Since the results from our pilot study (with 2
subjects) showed that the smallest errors in
localising surface positions in the video image
were obtained when the VP was diagonally
oriented, we speculated that VP orientation
(horizontal vs vertical vs diagonal) would have a
significant effect on the alignment task.
However, there was no statistical significance
from the ANOVA (F(2,18)=1.015, p=0.38) for
the full experiment.

Another prior hypothesis was that the disparity
(crossed vs 0 vs uncrossed) would also have a
significant effect; however, the ANOVA revealed
no statistical significance (F(2,18)=0.40, p=0.68).

4 Experiment 2

A negative bias (where the VP was typically
placed in front of the real surface), with relatively
large error ranging between 2 to 6cm was noticed
from the results of experiment 1 (see Figure 4).  In
reviewing the geometric design of the virtual
pointer, it was noted that a possibility existed that
the geometrical form of the pointer might have
influenced this result.  In the first experiment, three
different orientations of the arrow-shaped VP were
used: vertical, horizontal and diagonal, and each of
those had four prongs on the tip of the arrow (see
Figure 3).  For the first two orientations, the
pointer remained within a 2D plane tangential to
the cylinder surface.  The diagonal pointer was
located within a plane that was at 45º to both the
tangent plane and the normal vector.  Thus, there
would be at least two thirds of the trials in which
one of the prongs touched and went behind the
surface before the tip of the VP arrow (which is the
measuring point) touched.  The cue conflict caused
by the prong and the surface might thus have been
perceived first, causing subjects to think that the
VP had already touched or had gone behind the
surface, even if the tip had not in fact touched the
surface yet.  We believe that this could have been
the reason why the localisation error was biased,
causing the detected surfaces to appear to be
localised in front of the real surfaces.

In order to test this hypothesis, and thus to
confirm if subjects explores the surfaces by using
fusion breakdown as a supplementary cue (in
addition to binocular disparity matching), we
removed the prongs on the VP arrow tip in the
second experiment, and redesigned its form (as an
independent variable).  Based on the definition of
stereoscopic cursor shapes proposed by Barham
and McAllister [1], three types of VP, with one,
two, and three dimensions respectively were
designed (see Figure 6):

• LINE,

• AREA,

• VOLUME.
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     LINE                  AREA     VOLUME

     Figure 6.  VP Form for the Second Experiment

With these three types of VP forms, the goal of the
present experiment was to test these in conjunction
with surface texture, target position, VP form, and
binocular disparity effects again. In addition, we
also conducted a subjective evaluation of the VP
form, to investigate subjects’ preferences.

4.1 Method

Similar to the first one, this experiment consisted
of a psychophysical method of adjustment task,
involving alignment of the VP with designated
targets on the surface of the real object image, all
of which were displayed using stereoscopic
augmented reality.  A 2x2x3x3 experimental
design was used, comprising a combination of two
textures (high and low density), two target
positions (on the centre of the surface facing the
observer and on the right side along the normal
lateral plane), three wireframe VP forms (one, two,
and three-dimensions), and three image disparities
(crossed, 0 and uncrossed).  The dependent
variable measured was the error between the final
VP placement and the actual position of the target
on the surface of the real object.  This experiment
had exactly the same procedure and trial numbers
as experiment 1.  Twelve university students (7
male and 5 female) participated as subjects.

4.2 Apparatus

Two target cylinders of 46 cm diameter were used,
as in experiment 1, with the same high and low
texture densities.  The front surfaces of the two
cylinders were located 82cm, 92cm, and 102cm
from the stereo cameras, corresponding to crossed
disparity, no disparity and uncrossed disparity,
respectively.  The stereo images of these cylinders
were recorded and displayed on a SGI Indy
workstation, and viewed through synchronised
Imax liquid crystal shutter glasses at 48 cm from
the screen.

The three VPs were computer generated
wireframe arrows that appeared to hover within the
stereo image upon which they were superimposed
(only one VP for each surface image).  They were
all diagonally oriented - as was the one in the
earlier experiment - within a plane that was at 45º
to both the tangent plane and the normal vector.
The three VPs were controlled with a Spaceball
operating with only 3 translational degrees of
freedom.

4.3 Paired Comparisons

In order to obtain subjective assessments of the
different VP forms, a paired comparison
procedure was performed immediately after the
trials were completed.  Subjects were presented
two interfaces side by side with different
combinations of textured surfaces and VP forms.
They were asked to manipulate the VP on both
interfaces and give the ranking in terms of 'ease of
use' (i.e. which interface was easier to use for
localising the surface), 'transparency' (i.e. which
surface appeared more transparent – in the sense
of being able to see through it when the VP went
behind it), and 'ease of fusion' (i.e. for which
combination it was easier to fuse both the surface
and the VP).  There were a total of 15 randomised
pairs of 6 combinations of VP forms and textured
surfaces (see Table 1).  Figure 7 illustrates one
example of these pairs.

Table 1.     Image Combinations for Paired Comparisons

Image # 1 2 3 4 5 6

Texture
Density

High High High Low Low Low

VP
Form

LINE AREA VOLUME LINE AREA VOLUME
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      High Density                     Low Density

     Figure 7.   Sample set of Paired Images

4.4 Results and Discussion

An ANOVA was performed on the experimental
results, which are summarised in Figures 8 and 9.
As hypothesised surface texture and target
position had significant effects on placement
accuracy (F(1,11)=11.14, p<0.01 and
F(1,11)=98.19, p<0.001, respectively).  This
finding is consistent with what was found in the
earlier experiment, in which highly textured
surfaces elicited less placement error than low
textured surfaces, and performance was better
when the VP was placed at a point along the
centre of a surface relative to the observer’s
normal straight view angle (that is, looking
straight at the surface) as compared to any other
angle relative to the normal lateral plane.

These figures also illustrate that the
detected surface position tended to be behind the
real surface (mean placement errors are positive),
and that the placement errors were much smaller
than those in the earlier experiment (less than

1cm).  The post-experimental interviews also
supported the hypothesis that subjects were using
the fusion breakdown (as inferred through words
such as: image “blurring” or “fuzzy images”) as a
signal to localise the surface.  In other words,
subjects pushed the VP into the surface until they
saw a blurred or fuzzy image, then they moved
the VP back until the fusion difficulty disappeared
(perceiving a clear image of both the pointer and
the surface), etc.  Because it could be seen clearly
when most part of the VP was outside (in front of)
the surface (even though the tip was still inside –
due to the transparency effect), they thought the
VP was right on the surface.

Although binocular disparity statistically had
a significant effect (F(2,22)=36.84, p<0.001) in
the present experiment, it cannot really be claimed
that the disparity cue has significant impact on the
probing performance because two other factors
were may have been introduced due to the
specific experimental set-up.  In order to keep the
stereo cameras static, and thus to keep the same
system precision and accuracy for the three
different disparities, instead of adjusting the
sensitive stereo cameras, the target cylinders were
moved to different positions corresponding to
crossed, 0, and uncrossed disparities, respectively.
Thus, the images for the crossed disparity case
(closest to the observer) corresponded to the
largest cylinder size and highest resolution,
whereas the images for the uncrossed disparity
had the smallest cylinder size and lowest
resolution.  This may thus have been the reason
why crossed disparity facilitated minimum error,
and uncrossed disparity had maximum error in
this case, as shown in Figure 10.

Figure 8. Effect of Surface Texture (High vs Low)    Figure 9. Effect of Target Position (Center vs Right)
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    Figure 10.   Effects of Binocular Disparity
(Positive values indicate positioning error behind
cylinder surface)

Another prior hypothesis was that the form of
VP (1D, 2D, 3D) would also have a significant
effect; however the ANOVA revealed no statistical
significance (F(2,22)=1.655, p=0.214).  On the
other hand, the results from the paired comparisons
did show subjects’ preferences in terms of 'ease of
use', 'transparency' and 'ease of fusion' for the 6
image combinations of VP forms and textures.
Based on the proportions of choices of images in
the paired comparisons over all 12 subjects, the
probabilities for each choice were converted to z-
scores [7].  The mean z-scores were then
transformed linearly to represent the 'psychological
distances' between each of the 6 image
combinations, as shown in Table 2.  It can be seen
that subjects preferred low textured surface rather
than highly textured surface (images # 4, #5 and #6
all have the highest z-scores), probably because it
was less likely to encounter fusion difficulties

whenever the VP was placed behind the low
textured (more transparent) surface.  The subjects
apparently felt that it was easier to fuse both VP
and surface features and control (use) the VP for
low textured surfaces, even though they did not
know that this tactic was accompanied by larger
placement errors.

Furthermore, mean z-scores for 'ease of use'
and 'ease of fusion' indicated that subjects
preferred the three-dimensional (VOLUME)
pointer rather than the one and two-dimensional
VPs, for both low and highly textured surfaces (in
other words, the z-scores of images #3 and #6 are
larger than for images #1, #2 and images #4, #5,
respectively).  Since the VOLUME VP has more
features along the X, Y, and Z axes, this may have
facilitated more depth perception with the
stereoscopic display relative to the other two VPs,
resulting in higher ratings.  From the 'transparency'
rating, it can also be noticed that the LINE VP is
facilitates the transparency effect (for highly
textured surfaces, the z-score for image # 4 is
larger than for images #5 and #6; and for low
textured surface, image #1 is greater than for #2).
Overall, the VOLUME VP is the most favourable
one, and the LINE VP is the least favourable one.

This experiment re-examined the effects of
surface characteristics, and confirmed not only
surface texture and target position effects on the
alignment between real and graphic objects, but
also supported the postulated exploitation of the
conflict between binocular disparity and occlusion
depth cues.  Subjective judgement of the VP forms
also provided users' preferences for virtual object
design for AR interfaces.

Table 2. Results of Paired Comparisons

Linearly Transformed Mean Z Score
Ease of Use

Image #

0                         1.15                                1.71                   2.26                                  3.16

1                            2                                   3 4                       5                                       6

Transparency

Image #

0   0.25                 0.89                                                   2.97                                3.82  4.37

2     1                      3                                                         6                                     5       4
Ease of
Fusion

Image #

0                                       0.69  0.73                                                              2.08 2.14  2.26

1                                          2      3                                                                    5      4       6

VP Placement Error vs Binocular 
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5 Conclusion

This paper has endeavoured to illustrate a number
of perceptual issues related to stereoscopic
Augmented Reality interface design.  In the two
experiments reported, the effects on a real-virtual
alignment task of surface texture, target position,
VP orientation and form, and binocular disparity
were reported.  Due to the interaction between
real and virtual object images, perceptual
conflicts between object occlusion and binocular
disparity cues cause spatial ambiguity to occur.
This can make it difficult to make accurate 3D
measurements in stereo AR environments.
Ordinarily one would assume that such conflicts
would be considered a bad thing.  However, it has
been shown here that in our particular case the
fusion breakdown can be regarded as an extra cue
for detecting interactions between real and virtual
objects, and thus for localising the positions of
real objects.  From a practical point of view, this
is a positive feature of such interfaces.  Coupled
with subjective evaluation of the VP forms, user
experiences suggested that use of a 3D virtual
pointer is enhanced in the vicinity of highly
textured (curved) surfaces, for targets which are
central to the surface.  Future studies should
investigate such alignment performance for AR
interfaces as a function of other factors, such as
motion parallax and perspective cues.
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